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INTERACTIVE COMPUTER VISION 
SYSTEM 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

US. patent application Ser. No. 08/951,889, entitled 
“METHOD AND APPARATUS FOR MODEL-BASED 
COMPOSITING”, by Subutai Ahmad, Attorney Docket No. 
ELECP001, ?led concurrently herewith; US. application 
Ser. No. 09/174,491, entitled “METHOD AND APPARA 
TUS FOR PERFORMING A CLEAN BACKGROUND 
SUBTRACTION”, by Jeffrey L. EdWards and Kevin L. 
Hunter, Attorney Docket No. ELECP003A, ?led concur 
rently hereWith; and US. patent application Ser. No. 08/950, 
904, entitled “A COMPUTER VISION SYSTEM FOR 
SUBJECT CHARACTERIZATION”, by Subutai Ahmad 
and Kevin L. Hunter, Attorney Docket No. ELECP007, ?led 
concurrently hereWith, all assigned to Electric Planet, Inc., 
are incorporated herein by reference in their entirety. 

BACKGROUND OF THE INVENTION 

The present invention relates to computer vision systems. 
More particularly, the present invention relates to an 
improved apparatus and method for determining the char 
acteristics of an articulated member. 

Computer vision is a development in the broader ?eld of 
computer systems. One of the goals of computer vision 
systems is to recognize objects from electronic images. For 
example, a video camera may record a single image or a 
series of images and relay the information to a computer 
system. The computer system may then be able to determine 
the relative position of objects, persons, animals or any other 
images Within the computer image. 

Several types of applications exist for computer vision 
systems. By Way of example, in industrial applications, a 
computer vision system may be utiliZed to monitor and 
control a robotic arm used in a fabrication system. Computer 
vision systems may also be used for pattern recognition 
purposes, manufacturing quality control, motion analysis 
and security. 

FIG. 1 illustrates a typical scene 2 that a computer vision 
system may be used to analyZe. Scene 2 may include a 
subject 4 and a background 5. Subject 4 can be any object 
Which the computer vision system may be used to analyZe. 
By Way of example, in the illustrated example, subject 4 is 
a person. Background 5 may include any part of scene 2 that 
is not part of subject 4. In the illustrated example, scene 5 
includes the sun, clouds, the sky and hills. 

FIG. 2 illustrates an electronic image 10 derived from 
scene 2 of FIG. 1. Electronic image 10 may include an 
electronic representation of the background 25, and an 
electronic representation of subject 4, subject image 20. 
Typically, computer vision systems are concerned With 
various aspects of subject 4 by Way of subject image 20. In 
the illustrated example, several features of subject 20 are 
enumerated 20a through 20h. By Way of example, the 
enumerated features may include a center of body point 20a, 
a body box 20b, a head box 20c, an arm box 20d, a forearm 
box 206, a hand point 20f, an elboW point 20f, and a shoulder 
point 20h. HoWever, in general, any type of suitable char 
acteristic of subject 20 may be desired to be obtained 
through the computer vision system. 

Another focus of computer vision systems has been on the 
ability to interact With electronic image 10. By Way of 
example, computer vision systems may be used to control a 
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2 
machine based upon the movements or position of subject 4. 
Alternately, electronic image 10 and subject image 20 may 
be may be manipulated by subject 4 through movement. 

Real time interaction has also been attempted by prior art 
systems. HoWever, interaction betWeen subject 4 and the 
computer vision system may also run into the limitations of 
precise subject characteriZation and real-time operations. 
Prior art systems that may have alloWed real-time interaction 
betWeen a subject and a computer vision system typically 
require large amounts of computational poWer. 
As Will be discussed in more detail beloW, the prior art 

methods of determining the characteristics of subject image 
20, are often times complex and unable to be accomplished 
in real time. For example, one method of subject character 
iZation is through the use of stereo vision. In stereo vision, 
tWo cameras are used to capture the electronic images of 
subject 4. One advantage of the stereo vision method is that 
a 2-D or a 3-D image may be generated. 

HoWever, problems exist With registration in systems 
Which use stereo vision. That is, it is often dif?cult to match 
the tWo images captured by the separate video cameras to 
create a coherent single image. The registration problem, 
often leads to faulty characteriZation of subject image 20. 
Additionally, the use of tWo cameras adds to the expense and 
complexity of the computer vision system. Further, stereo 
vision systems are typically not capable of characteriZing 
subject image 20 in real time. 

Another method of subject characteriZation is through the 
use of markers. Typically, markers are placed at various 
points on a subject that the computer vision system Would 
like to detect. In the illustrated example, markers may be 
placed on shoulder point 20h, elboW point 20g, hand point 
20f, and center point 20a. The marker system may alloW for 
real time characteriZation of subject image 20, hoWever, 
there are several disadvantages. 
The primary disadvantage associated With markers is that 

markers must be placed on subject 4 of FIG. 1 in order to 
obtain the various characteristics of subject image 20. The 
physical placement of markers is often not possible in 
situations Where subject characteriZation is desired of 
objects not suitable for marking. For example, subject 
characteriZation may be desired of an animal in the Wild. In 
such a case, markers cannot be placed on the Wild animal. 

Another disadvantage lies in the fact that subject 4 must 
physically Wear the markers. There may be a number of 
situations Where the subject is not capable or does not desire 
to Wear markers, therefore, making subject characteriZation 
dif?cult. Additionally, the marker system may not be capable 
of obtaining all of the desired characteristics of subject 4. 
For example, body box 20b, head box 20a, arm box 20d, and 
forearm box 206 are tWo-dimensional shapes Which may 
require a large number of markers in order to adequately 
characteriZe through computer vision. Once again, increas 
ing the number of markers only adds to the dif?culty and 
burden of using the marker system. 

Another method of subject characteriZation using com 
puter vision is to perform pretraining. A computer vision 
system may be used to preliminarily take and analyZe 
electronic images of subject 4 before the actual subject 
characteriZation takes place in a real life situation. In this 
method, the computer vision system may be able to more 
accurately characteriZe subject image 20 in a real life 
situation. HoWever, this assumes that subject 4 is available 
for pretraining. If subject 4 is a Wild animal or another 
subject that is not available for pretraining, this method of 
subject characteriZation may not be feasible. Further, the 
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change in conditions between the training setting and the 
real life setting may diminish any bene?t derived from 
pretraining. 

This assumes that the prior art systems are even capable 
of accurately capturing a subject image. To further distin 
guish the different points or parts of subject image 20 prior 
art systems may repetitively compare the current subject 
image 20 With all the possible siZes, shapes and positions 
subject 4 may be in. Typically, this exhaustive approach is 
generally incapable of producing real-time results. 
As discussed, prior art systems, including the marker 

system and the pretraining system, may not be feasible in 
real life situations. HoWever, other systems that do not 
utiliZe markers or pretraining may not capable of real time 
operations because of the extensive amount of computations 
needed to accomplish subject characteriZation. Typically, 
prior art systems use exhaustive algorithms to determine the 
desired characteristics of subject image 20. 
Some prior art computer vision systems have been 

capable of interaction betWeen subject 4 and electronic 
image 10. HoWever, real time interaction betWeen subject 4 
and the computer vision system have continued to run into 
the problem of requiring extremely large amounts of com 
putational poWer. 

Thus, What is desired is a more ef?cient interactive 
computer vision system. A computer vision system that is 
capable of providing real-time interaction With the compu 
tational poWer of common computer systems is further 
desired. 

SUMMARY OF THE INVENTION 

To achieve the foregoing and other objects and in accor 
dance With the purpose of the present invention, methods 
and apparatuses for permitting a subject to interact With an 
electronic image are disclosed. 

In one embodiment of the present invention, the present 
invention obtains a ?rst electronic image of a scene includ 
ing the subject. An alpha image of the subject is generated. 
From the alpha image a ?rst characteristic of the subject is 
determined. The ?rst characteristic is compared against a 
control box. The correlation betWeen the ?rst characteristic 
and the control box controls the interaction betWeen the 
subject and the ?rst electronic image. In another 
embodiment, the subject interacts With a second electronic 
image that is different from the ?rst electronic image. 

In another embodiment, the interaction betWeen the sub 
ject and the electronic image is the control of a cartoon 
character added to the electronic image. In a further 
embodiment, the cartoon character changes its appearance 
based upon the characteristic of the subject. 

In yet another embodiment, a control box is automatically 
adjusted to conform to a subject. In a further embodiment, 
the control box is siZed and located relative to the alpha 
image of the subject according to a characteristic of the 
subject. 

The use of characteristics generated from an alpha image, 
Which are indicative of the subject, greatly reduces the 
amount of computational poWer needed to provide an inter 
active computer vision system in accordance With the 
present invention. By reducing the amount of necessary 
computation, the present invention alloWs for real-time 
interaction. Additionally, hot boxes alloWs the subject to 
visually interact With the computer vision system in real 
time, in one embodiment. Also, hot boxes provide a full 
spectrum of interactivity, in addition to discrete points of 
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4 
interaction. Thus, the present invention is thought to possess 
great advantages over the prior art. These and other features 
and advantages of the present invention Will be presented in 
more detail in the folloWing speci?cation of the invention 
and the ?gures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention, together With further objects and advan 
tages thereof, may best be understood by reference to the 
folloWing description taken in conjunction With the accom 
panying draWings in Which: 

FIG. 1 illustrates a typical scene that a computer vision 
system may be used to analyZe. 

FIG. 2 illustrates an electronic image derived from the 
scene of FIG. 1. 

FIG. 3 illustrates a computer vision system in accordance 
With one embodiment of the present invention. 

FIG. 4 illustrates an electronic image of the subject of 
FIG. 3, in accordance With one embodiment of the present 
invention. 

FIG. 5 illustrates an electronic image of the subject of 
FIG. 3, in accordance With another embodiment of the 
present invention. 

FIG. 6 illustrates an alpha image of the subject of FIG. 3 
With reference points and boxes, in accordance With one 
embodiment of the present invention. 

FIG. 7 illustrates the alpha image of FIG. 6 With super 
imposed hot boxes, in accordance With one embodiment of 
the present invention. 

FIG. 8 illustrates the alpha image of FIG. 7 With variable 
hot boxes, in accordance With another embodiment of the 
present invention. 

FIGS. 9a, 9b, 10a, 10b, 11a, and 11b illustrate the 
interactive control of the appearance of a cartoon character, 
in accordance With one embodiment of the present inven 
tion. 

FIG. 12 is a diagrammatic block diagram of a general 
purpose computer system suitable for implementing the 
process of one embodiment of the present invention. 

FIG. 13 is a diagrammatic ?oWchart of the operation of a 
computer vision system, in accordance With one embodi 
ment of the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

An invention is described for improved interaction 
betWeen a subject and a computer vision system. More 
particularly, the present invention may be implemented in a 
typical desktop computer system rather than large main 
frames or supercomputers. Further, the present invention is 
capable of providing real-time interaction betWeen the sub 
ject and the computer vision system. 

Typically, real-time interaction capability initially 
requires the capture and characteriZation of the subject. 
Methods and apparatuses for real-time subject characteriZa 
tion are described in detail in co-pending US. patent appli 
cation Ser. No. 08/950,404, entitled “A COMPUTER 
VISION SYSTEM FOR SUBJECT 
CHARACTERIZATION”, ?led concurrently hereWith, 
Which is incorporated herein by reference in its entirety. 

FIG. 3 illustrates a computer vision system 26 in accor 
dance With one embodiment of the present invention. Com 
puter vision system 26 typically includes a computer system 
27, including a monitor 27a, and a camera 29. Computer 
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system 27 may be any suitable type of computing device. By 
Way of example, computer system 27 may include a stand 
alone personal computer, a computer connected to a 
network, or a terminal connected to a larger computing 
device. HoWever, due to the advantages of the present 
invention, a typical desktop computer utiliZing an Intel 133 
MHZ Pentium® microprocessor is particularly suitable for 
use in accordance With the present invention. 

Camera 29 may be any type of device that is capable of 
generating a visual image. Camera 29 includes, but is not 
limited to, a device capable of capturing a real life image and 
converting it to an electronic image. In other Words, Camera 
29 may be a digital video camera. Any combination of 
devices may be utiliZed in accordance With the present 
invention, as long as a tWo-dimensional representation of a 
subject may be obtained. By Way of example, an analog 
camera in combination With a D/A converter, a discrete 
digital camera, a scanner, an infra-red camera, radar or sonar 
may be utiliZed. 

Camera 29 is typically directed at a subject 30, to capture 
an electronic image of subject 30. Subject 30 may generally 
be any suitable subject desired to be characteriZed. By Way 
of example, subject 30 may be a person, an animal, a robotic 
arm, an insect, or substantially any other type of multi 
segmented living thing or animated object. 

FIG. 4 illustrates an electronic image 31 of subject 30 in 
FIG. 3, in accordance With one embodiment of the present 
invention. Image 31 includes a representation of a back 
ground 28, Which may have been captured along With 
subject 30. Image 10 also includes an electronic represen 
tation of subject 30 as subject image 30“ and an added 
image, e.g., cartoon character 32. Cartoon character 32 is 
typically generated by computer vision system 26. The 
actions, shape, and overall characteristics of cartoon char 
acter 32 may be controlled by the actions of subject 30, as 
represented by image 30“. 

In one embodiment of the present invention, the location 
of the hands of subject 30 may control the characteristics of 
cartoon character 32. By Way of example, subject image 30“ 
may include a center of body point 40, body box 42, head 
box 44, and hand points 54a and 54b, indicating the location 
of the various parts of subject image 30“ Within image 10. 
Electronic image 31 may also include hot boxes 55a and 
55b, Which may or may not be displayed. By determining the 
position of hand points 54a and 54b Within hot boxes 55a 
and 55b computer vision system 26 may control the appear 
ance of cartoon character 32. 

FIG. 5 illustrates an electronic image 10 of subject 30 in 
FIG. 3, in accordance With another embodiment of the 
present invention. Instead of cartoon character 32 being 
distinct from subject image 30“ cartoon character 32 may be 
placed over a part or all of subject image 30“. By Way of 
example, cartoon character 32 may be placed over the head 
of subject image 30“. Subject 30 may then move its hands, 
thereby moving hand points 54a and 54b Within hot boxes 
55a and 55b, to affect the appearance of cartoon character 
32. 
Any suitable part of subject image 30“ may generally be 

replaced by a cartoon character. By Way of example, the 
hands, feet, arms, legs, or torso of subject image 30“ may be 
cartooni?ed in accordance With the present invention. Entire 
subject image 30“ may also be cartooni?ed. Further, any 
type of movement or position of the various parts of subject 
30 may be used to control cartoon character 32. By Way of 
example, a particular movement of subject 30, location of a 
speci?c part of subject 30, as Well of different siZes and types 
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6 
of hot boxes 55a and 55b, may control the appearance of 
cartoon character 32. 

Also, it should be appreciated that substantially any 
suitable cartoon image 32 may be used to cartoonify the 
actions of subject 30. Cartoon image 32 may range from a 
realistic image of subject 30 to an absurd cartoon character 
super-imposed on a part or all of subject image 30“. 

In order to properly alloW subject 30 to interact With 
computer vision system 26, the location and position of the 
subject must be extracted from the image. FIG. 6 illustrates 
an alpha image 30‘ of subject 30 of FIG. 3 With reference 
points and boxes. In one embodiment, alpha image 30‘ may 
be extracted from the image 31 by subtracting out back 
ground 28. 
A method of subtracting out background 28 in order to 

provide subject image 30‘ is disclosed in co-pending appli 
cations: US patent application Ser. No. 08/951,089, entitled 
“METHOD AND APPARATUS FOR MODEL-BASED 
COMPOSITING”, ?led concurrently hereWith; and US. 
patent application Ser. No. 09/174,491, entitled “METHOD 
AND APPARATUS FOR PERFORMING A CLEAN 
BACKGROUND SUBTRACTION”, ?led concurrently 
hereWith, Which are incorporated herein by reference in their 
entirety. Generally, the method of background subtraction 
disclosed in provides subject alpha image 30‘. Alpha image 
30‘ is typically made up of points or pixels representing the 
position and location of object 30 Within electronic image 
31. 
A method of adding reference points (including center of 

body point 40 and hand points 55a and 55b) and reference 
boxes (including body box 42 and head box 44) to alpha 
image 30‘ is disclosed in co-pending US. patent application 
Ser. No. 08/950,404, entitled “A COMPUTER VISION 
SYSTEM FOR SUBJECT CHARACTERIZATION”. 
Typically, reference points 40, 54a and 54b and reference 
boxes 42 and 44 indicate the position of certain points or 
parts of subject image 30“ Within electronic image 31, 
representing the position and location of subject 30 in real 
space. 

After obtaining alpha image 30‘ and the relevant reference 
points and boxes, computer vision system 26 typically 
super-imposes hot boxes, or control boxes, to provide inter 
active regions. FIG. 7 illustrates the alpha image 30‘ of FIG. 
6 With super-imposed hot boxes 55a and 55b. Computer 
vision system utiliZes hot boxes 55a and 55b to determine 
What actions of subject 30 Will trigger an interactive 
response. Hot boxes 55a and 55b may be of any suitable siZe 
and shape, and may be located anyWhere Within electronic 
image 31. 

In one embodiment, hot boxes 55a and 55b are located 
Within the arm span of alpha image 30‘. Hand reference 
points 54a and 54b may be utiliZed to determine the type of 
interaction betWeen subject 30 and electronic image 31. 

In another embodiment, hot boxes 55a and 55b may be 
interactively created by computer vision system 26 to cor 
respond to subject 30. FIG. 8 illustrates the alpha image of 
FIG. 7 With variable hot boxes 58 and 59. Due to the 
different siZes and shapes of all the potential subjects that 
may interact With computer vision system 26 a method and 
system of creating variable hot boxes provides added ?ex 
ibility to the present invention. 

In an exemplary embodiment, subject 30 may be 
requested to stretch out his arms such that hand points 54a 
and 54b may be located in the center of variable hot boxes 
58 and 59. Hot boxes 58 and 59 may have left, right, top and 
bottom dimensions 58L, 59L, 58R, 59R, 58T, 59T, 58B and 
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59B. Initially, the dimensions of variable hot boxes 58 and 
59 are transposed. For purposes of clarity, the designations 
“left” and “right” are in reference to subject 30’s perspec 
tive. A typical hot boX Would have a right side located to the 
right of alpha images’ right hand point 54a. HoWever, right 
variable hot boX 58 has its right side 58R located to the left 
of right hand point 54a. Similarly, right variable hot boX’s 58 
left side 58L is located to the right of hand point 54a, again, 
in the perspective of alpha image 30‘. 

Computer vision system 26 typically makes a determina 
tion if right hand point 54a falls Within the left of right side 
58R and to the right of left side 58L. In general, the initial 
determination is that hand point 54a does not fall Within 
those conditions. Computer vision system 26 may then start 
moving sides 58R and 58L in opposite directions until hand 
point 54a does fall Within the bounds of sides 58R and 58L. 

In one embodiment, subject 30 may be asked to move his 
right arm further outWard such that hand point 54a is moved 
to its furthest eXtent. Then, right side 58R may then be 
moved out to the neW location of hand point 54a, or further 
to the right of hand point 54a. 

Subject 30 may then be asked to move his right arm close 
to his torso. Hand point 54a Will then be located near the 
torso of alpha image 30‘. Computer vision system 26 may 
then be able to determine the proper location for left side 
58L. Thus, the lateral bounds for hot boX 58‘ may be 
established. A similar process for determining the lateral 
eXtents of hot boX 59‘ may be performed utiliZing hand point 
54b. During the determination of the lateral bounds, the 
movements of sides 58R and 58L may be performed inde 
pendently or simultaneously. 

The vertical dimensions may be determined by computer 
vision system 26 in a similar fashion. The top side 59T of 
variable hot boX 59 may initially located beloW left hand 
point 54b, and bottom side 59B located above left hand point 
54b. Top and bottom sides 59T and 59B may then be moved 
until hand point 54b falls above bottom side 59B and beloW 
top side 59T. Again, sides 59B and 59T may be moved 
independently to determine the appropriate location of 54b 
one side at a time, or they may be moved in conjunction With 
each other. 

The vertical bounds of variable hot boX 59 may be 
determined once the vertical location of hand point 54b 
When subject 30’s arms are horiZontally outstretched has 
been obtained. In one embodiment, subject 30 may be asked 
to move his arms up and doWn to delimit the upper and loWer 
bounds of his reach. Thus, top and bottom sides Will be set 
to correspond to the furthest reaches of subject 30’s arms. 
Accordingly, hot boXes 58‘ and 59‘ may be established for 
alpha image 30‘. 

In another embodiment, the dimensions of variable hot 
boXes 58 and 59 may be determined automatically. After the 
location of hand points 54a and 54b have been determined 
in the horiZontally outstretched position, hand points 54a 
and 54b may be used as the center point of variable hot 
boXes 58 and 59. The characteristics of alpha image 30‘ may 
then be used to determine the dimensions of variable hot 
boXes 58 and 59. By Way of eXample, body boX 42 and 
center of body point 40 may be used to determine the 
dimensions of hot boXes 58 and 59. The larger the siZe of 
body boX 42, hot boXes 58 and 59 may be appropriately 
scaled relative to center of body point 40. HoWever, any 
suitable reference point or boX may be utiliZed to determine 
the dimensions of variable hot boXes 58 and 59. 

Referring back to FIGS. 4 and 5, the location of hand 
points 54a and 54b Within hot boXes 55a and 55b may be 
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used to control the appearance of cartoon character 32. 
FIGS. 9a, 9b, 10a, 10b, 11a and 11b illustrate the interactive 
control of the appearance of cartoon character 32, in accor 
dance With one embodiment of the present invention. FIGS. 
9a, 10a, and 11a depict alpha images 30‘a—c in different 
poses. Hand points 54a and 54b are located in different 
positions of hot boXes 55a and 55b in the different illustra 
tions. FIGS. 9b—11b depict different appearances 32a—32c of 
cartoon character 32 corresponding to the associated alpha 
image. 
When hand points 54a and 54b are located in the upper 

third of hot boXes 55a and 55b cartoon character 32 appears 
as a rabbit 32a, as seen in FIGS. 9a and 9b. If hand points 
54a and 54b are located in the center of hot boXes 55a and 
55b cartoon character 32 appears as a duck 32b, as seen in 
FIGS. 10a and 10b. And, cartoon character 32 appears as a 
dog 32c When hand points 54a and 54b are located in the 
loWer third of hot boXes 55a and 55b. Thus, in the illustrated 
embodiment, computer vision system is capable of changing 
the appearance of cartoon character 32 based upon the 
location of certain reference points relative to a hot boX. 

In another embodiment, the appearance of cartoon char 
acter 32 may be gradually changed betWeen different appear 
ances 32a—32c. By Way of eXample, as hand points 54a and 
54b sloWly move from the top of hot boXes 55a and 55b 
toWards the center of the hot boXes cartoon character 32 may 
gradually morph from rabbit 32a to duck 32b. Therefore, the 
precise location of hand points 54a and 54b may dictate the 
appearance of cartoon character 32. 

In yet another embodiment, movement may be used to 
control the appearance of cartoon character 32. Rather than 
using the location of hand points 54a and 54b to determine 
the appearance of cartoon character 32 the manner in Which 
hand points 54a and 54b have moved around in hot boXes 
55a and 55b may serve as an interactive input. Further, any 
combination of movement, location or other forms of visual, 
audio, and tactile input may be used as a form of interaction, 
in accordance With the present invention. 

FIG. 12 is a schematic illustration of a general purpose 
computer system suitable for implementing the process of 
the present invention and form the basis for computer vision 
system 26, in one embodiment. The computer system 
includes a central processing unit (CPU) 92, Which CPU is 
coupled bi-directionally With random access memory 
(RAM) 94 and unidirectionally With read only memory 
(ROM) 96. Typically RAM 94 includes programming 
instructions and data, including teXt objects as described 
herein in addition to other data and instructions for processes 
currently operating on CPU 92. 
ROM 96 typically includes basic operating instructions, 

data and objects used by the computer to perform its 
functions. In addition, a mass storage device 98, such as a 
hard disk, CD ROM, magneto-optical (?optical) drive, tape 
drive or the like, is coupled bi-directionally With CPU 92. 
Mass storage device 98 generally includes additional pro 
gramming instructions, data and teXt objects that typically 
are not in active use by the CPU, although the address space 
may be accessed by the CPU, e.g., for virtual memory or the 
like. 

In one embodiment of the present invention, the opera 
tions of computer vision system 26 may be stored on a 
computer readable medium. The stored operations may then 
be implemented on computer 27. Computer readable 
medium may be a suitable medium capable of holding 
information that may be transferred to a computing device. 
By Way of eXample, computer readable medium may be a 
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?oppy disk, a memory chip, a CD ROM, a ?optical disk, a 
tape, a DVD disk, a hard disk, a memory source coupled to 
computer system 27 through a netWork or any other suitable 
medium. 

Each of the above described computers further includes 
an input/output source 99 that typically includes input media 
such as a keyboard, a monitor, pointer devices (e.g., a mouse 
or stylus), a camera, a scanner, and the like. Each computer 
may also include a netWork connection 97 over Which data, 
including, e.g., text objects, and instructions can be trans 
ferred. Additional mass storage devices (not shoWn) may 
also be connected to CPU 92 through netWork connection 
97. It Will be appreciated by those skilled in the art that the 
above described hardWare and softWare elements are of 
standard design and construction. 

FIG. 13 is a diagrammatic ?oWchart 100 of the operation 
of computer vision system 26, in accordance With one 
embodiment of the present invention. Initially computer 
vision system 26 obtains an electronic image of a real image, 
including a subject, in block 102. Any suitable method of 
obtaining an electronic image of a real life image may be 
used in accordance With the present invention. By Way of 
example, a discrete digital camera, a digital video camera, an 
analog camera in combination With a digital to analog 
converter, scanner, infra-red camera, radar or sonar may be 
utiliZed. Alternatively, the electronic images may be stored 
on a computer readable medium in, by Way of example, a 
library of images that Were previously obtained. 

After an electronic image of the real life image is taken, 
the electronic image of the subject is extracted from the 
entire electronic image. In block 104 computer vision sys 
tem 26 extracts an alpha image of the subject. Typically, the 
alpha image is a representation of the pixels or points 
occupied by the subject image Within the electronic image. 

In block 106 computer vision system 26 characteriZes the 
alpha image. The characteriZation process determines the 
relative positions of various parts or points of the subject, 
represented as reference points and boxes. In one 
embodiment, the subject is a human being and hand points 
54a and 54b, body box 42, head box 44 and center of body 
point 40 are the reference points and boxes that are obtained. 

Once the alpha image is fully characteriZed, computer 
vision system 26 determines Where to locate hot boxes 
relative to the alpha image in block 108. Hot boxes may be 
of any suitable siZe, shape and number, and may be located 
anyWhere Within the electronic image. In one embodiment, 
hot boxes 55a and 55b are located to the side of the human 
subject. 

In block 110, computer vision system 26 determines 
Whether calibration is necessary. In one embodiment, the 
mode of calibration may be set manually. By Way of 
example, When a subject is ?rst beginning to interact With 
computer vision system 26, an operator may initiate cali 
bration such that computer vision system 26 may better 
recogniZe the poses of the subject. 

If calibration is necessary, computer vision system 26 
proceeds from block 110 to block 112. In block 112 it is 
determined Whether the appropriate reference points or 
boxes are located Within the appropriate hot box. In the 
exemplary embodiment, computer vision system 26 deter 
mines if hand points 54a and 54b are located Within hot 
boxes 55a and 55b, respectively. 

If it is determined that hand points 54a and 54b are not 
located Within hot boxes 55a and/or 55b, computer vision 
system 26 proceeds to resiZe hot boxes 55a and/or 55b in 
block 114. The process of resiZing hot boxes Was discussed 
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10 
in further detail above With reference to FIG. 8, above. In 
one embodiment, hot boxes 55a and 55b are resiZed such 
that hand points 54a and 54b are located Within the hot 
boxes. The resiZing of hot boxes 55a and 55b may also be 
relative to body box 42 and center of body point 40. 

Once hot boxes 55a and 55b are appropriately siZed, 
computer vision system 26 has been calibrated. In block 116 
the location of hand points 54a and 54b during normal 
movement is determined relative to hot boxes 55a and 55b. 
In block 120, computer vision system 26 interacts With the 
pose of the subject. In one embodiment, a cartoon character 
32 is controlled by the position of hand points 54a and 54b. 

Cartoon character 32 is merely illustrative of any type of 
visual, aural or tactile feedback that may be provided by 
computer vision system 26 as the form of interaction 
betWeen the subject and the computer vision system. In one 
embodiment, the positions of hand points 54a and 54b may 
be correlated With a particular appearance of cartoon char 
acter 32. By Way of example, a lookup table may be used to 
display the appropriate appearance. In another embodiment, 
the positions of hand points 54a and 54b may be provided 
as inputs to a “morpher.” The morpher may then morph 
betWeen any tWo or more images of cartoon character 32 
depending upon the positions of hand points 54a and 54b. 

In one embodiment, computer vision system 26 may place 
cartoon character 32 on the electronic image of the subject. 
By placing cartoon character 32 on the electronic image of 
the subject based upon the location of head box 44 on the 
alpha image, the electronic image of the subject Will appear 
to have a cartoon character 32 head. In block 124, computer 
vision system 26 composites all the different aspects of the 
?nal electronic image. The electronic image of the 
background, the electronic image of the subject, and cartoon 
character 32 are combined using the information discerned 
from the alpha image and the reference points and boxes. 

In another embodiment, cartoon character 32 is compos 
ited With electronic image 10, including subject image 30“. 
Cartoon character 32 then appears as part of electronic 
image 10. Further, subject 30 is capable of interacting With 
subject image 30“ and cartoon character 32 by vieWing 
electronic image 10. 
The above procedures are typically done on a per frame 

basis, thereby alloWing for real-time interaction betWeen the 
subject and the computer vision system. After the current 
frame has been properly processed, computer vision system 
26 determines if there are further frames to be processed, in 
block 126. If more frames are being taken by computer 
vision system 26 the procedure returns to block 102. If the 
interaction betWeen the subject and the computer vision 
system is over, then operations end in block 128. 

In another embodiment, computer vision system 26 may 
automatically initiate calibration if the subject is not initially 
recogniZed. Recognition may be a function of the reference 
points and boxes obtained in block 106. Alternatively, if 
hand points 54a and 54b are not initially found Within hot 
boxes 55a and 55b, respectively, calibration may be initi 
ated. 
As disclosed, the present invention is capable of provid 

ing real time interaction betWeen a subject and a computer 
system. The interaction, by Way of the computer system, 
may be extended to other machines, mechanisms, displays 
or other suitable forms of expression. Additionally, real time 
interaction is possible in accordance With one aspect of the 
present invention due to the simpli?ed methods of charac 
teriZation and interaction. The present invention also pro 
vides for real time interaction With a standard computer 
system, rather than large mainframes or supercomputers. 



6,130,677 
11 

Although the foregoing invention has been described in 
some detail for purposes of clarity of understanding, it Will 
be apparent that certain changes and modi?cations may be 
practiced Within the scope of the appended claims. By Way 
of example, a computer vision system in accordance With the 
present invention may be utiliZed for pattern recognition 
purposes, manufacturing quality control, motion analysis 
and security or any other suitable purpose. 

Furthermore, it should be noted that there are alternative 
Ways of implementing both the method and apparatus of the 
present invention. Accordingly, the present embodiments are 
to be considered as illustrative and not restrictive, and the 
invention is not to be limited to the details given herein, but 
may be modi?ed Within the scope and equivalents of the 
appended claims. 
What is claimed is: 
1. A computer-implemented system for digitally compos 

iting a sub-image onto a destination image comprising: 
an alpha image generator for creating an alpha image of 

a sub-image from an input image, Wherein the alpha 
image generator separates the sub-image from a back 
ground of the input image and providing the alpha 
image; and 

a characteriZer for determining a ?rst characteristic of the 
alpha image, the ?rst characteristic being further 
descriptive of the sub-image; 

a comparator for comparing the ?rst characteristic With a 
control box applied to the input image, such that the 
systems responds to the ?rst characteristic based upon 
a correlation betWeen the ?rst characteristic and the 
control box; and 

an image blender for blending the sub-image in the input 
image that contains the sub-image onto a destination 
image using said alpha image, thereby compositing 
said sub-image and the characteristic of the sub-image 
onto said destination image. 

2. A system as recited in claim 1, Wherein the alpha image 
is a plurality of pixels representing the sub-image. 

3. A system as recited in claim 1 further comprising an 
image transformer for transforming the alpha image before 
compositing the sub-image onto the destination image. 

4. A computer-implemented system for interaction 
betWeen a subject and an electronic image, the system 
comprising: 

an image capturing device, the image capturing device 
generating an electronic image of a scene, the scene 
including the subject, Whereby an electronic subject 
image is part of the electronic image of the scene; and 

a computing device, the computing device determining a 
characteristic of the electronic subject image indicative 
of the subject, Wherein the subject interacts With the 
system by varying the characteristic. 

5. A system as recited in claim 4, the system further 
comprising an electronic display, Wherein the electronic 
display displays the electronic image and the subject inter 
acts With the electronic image by varying the characteristic. 

6. A system as recited in claim 4, Wherein the computing 
device compares the characteristic With a hot box such that 
the interaction betWeen the system and the subject is deter 
mined by the characteristic and the hot box. 

7. A system as recited in claim 6, Wherein the computing 
device compares the characteristic With a hot box such that 
the interaction betWeen the system and the subject is deter 
mined by the characteristic and the hot box, and the system 
further comprising an electronic display, Wherein the elec 
tronic display displays the electronic image and the hot box 
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such that the subject interacts With the electronic image by 
varying the characteristic in relation to the hot box. 

8. A system as recited in claim 6, Wherein the hot box is 
varied to conform to the subject to alloW interaction betWeen 
the subject and the system. 

9. A system as recited in claim 6, Wherein the subject 
interacts With the system in real time. 

10. A computer implemented system for permitting a 
subject to interact With an electronic image, Wherein a 
characteristic of the subject is determined and compared 
against a control box such that the interaction betWeen the 
subject and the electronic image is controlled by the corre 
lation betWeen the characteristic and the control box. 

11. A computer implemented method for generating an 
electronic image that interacts With a subject, the method 
comprising: 

electronically imaging a scene including a subject, 
Wherein the electronic image of the scene and an alpha 
image of the subject is created; 

determining a ?rst characteristic of the subject from the 
alpha image, the ?rst characteristic being indicative of 
the subject; 

comparing the ?rst characteristic With a control box 
applied to the electronic image, Wherein the subject 
interacts With the electronic image by changing the ?rst 
characteristic. 

12. A computer implemented method for generating an 
electronic image that interacts With a subject, the method 
comprising: 

electronically imaging a scene including a subject, 
Whereby an electronic image of the scene and an alpha 
image of the subject is created, Wherein the alpha image 
is comprised of a plurality of pixels; 

determining a ?rst characteristic of the subject from the 
alpha image, the ?rst characteristic being indicative of 
the subject; 

applying a control box to the electronic image; 
displaying a destination image, the destination image 

including the electronic image, a subject image that is 
a representation of the subject and the control box, such 
that the subject may visually interact With the destina 
tion image by varying the ?rst characteristic of the 
subject in relation to the control box. 

13. A computer-implemented digital video method for 
generating an electronic image that interacts With a subject, 
the method comprising: 

creating a background model by examining a plurality of 
frames of an average background image; 

obtaining a frame of an input image that contains a subject 
to be characteriZed; 

creating an alpha image such that a value of each pixel in 
the alpha image is set according to a value correspond 
ing to a pixel from the input image and a value 
corresponding to a pixel from the average background 
image; 

deriving a set of templates such that the set of templates 
comprises the shape of the subject being characteriZed; 

setting the values of pixels in the alpha image according 
to the set of templates such that portions of the alpha 
image contained Within the templates are adjusted so 
that the pixels do not represent holes in the subject; 

deriving a ?rst characteristic of the subject from a selected 
one of the set of templates of the alpha image; 

comparing the ?rst characteristic With a control box, 
Wherein the subject interacts With the electronic image 
by changing the ?rst characteristic; and 
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blending the subject in the input image onto the destina- 15. A computer readable medium including a computer 
tion image. readable code device con?guring a computer to perform a 

14. A computer readable medium including a computer method as recited in claim 11. 
readable code device con?guring a computer to function as 
the computing device as recited in claim 1. * * * * * 






